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For the ionization process of ammonia in aqueous solution, the transition-state (TS) structure was fully optimized
for the first time on the free-energy surface (FES) by applying the free-energy gradient (FEG) method combined
with a hybrid quantum mechanical and molecular mechanical molecular dynamics (QM/MM-MD) method.
In aqueous solution, the ionization process was found to proceed by way of a clear TS (R(N1-H5) ) 1.512
Å), which does not exist in the gas phase. The free-energy (FE) of activation for ionization obtained was 14.7
kcal/mol, within the classical approximation, via the QM/MM-MD FEG method, and is found to be in good
agreement with 9.57 kcal/mol estimated from the TS theory using the experimental value of the rate constant.
Apart from the dynamic correction, it is indicated that the theoretical value would be improved to be 10.28
kcal/mol if the electronic-state calculation could be executed at the B3LYP/6-31G(d) level of theory.

1. Introduction

In a lot of chemical, biological, and environmental phenomena
there is no room for doubt about such a fact that the chemical
reaction dynamicsin solutionplays a very important role, where
the microscopic solvation structures of solute molecules offer
essential and inevitable information. Development of theoretical
methods to know stable or transition statesin solution is,
therefore, a crucial issue for deeply understanding these
phenomena.1-15 However, by the necessity of taking a large
number of solvent molecules into consideration, there are several
theoretical restrictions to study even equilibrium thermodynamic
characteristics of chemical reactionsin solution.

Until now, a number of theoretical methods have been applied
to solution chemistry.1-15 Among them, on the basis of the
recent theoretical advancement,1-20 the free-energy gradient
(FEG) method was invented and has been developed9-15 with
applications to identify not only stable states (SS) of molecular
structures12,14 but also their transition states (TS)in solution,13

wherefull structural optimizationswere executed with respect
to all of the degrees of freedom of a solute molecule, for
example, SS of a glycine and its TS of ionization,10-12 TS in a
Menshutkin reaction13 and SS of an ammonia-water (H3N‚‚‚
H2O) molecule pair in aqueous solution.14,15 Being analogous
to the energy gradient method on the Born-Oppenheimer
potential energy surface (BO-PES) in molecular orbital (MO)
theory, the FEG method utilizes the force on the free-energy
surface (FES).9 In fact, one can calculate the force on FES by
the time-average of the sum of forces acting instantaneously
on each constituent atom of a solute molecule with respect to
all of the solvent molecules. As a matter of fact, if one noticed
that these forces are necessarily calculated at each time-step
increment in the MD simulation, he/she could find no other
useful way more plausible than utilizing them.

It is worth mentioning that Aguilar et al. have been recently
applying the FEG method successfully to optimize molecular

geometries in solution in combination with their developed mean
field approximation, that is, the average solvent electrostatic
potential (ASEP).21,22 It has such a merit that “ab initio”
electronic state calculation could be utilized for reactant
molecules because the FE derivatives can be evaluated simply
by using ASEP for the purpose of accomplishing the compu-
tational efficiency. In general, the FEG method with the ASEP/
MD method should be applied successfully to such solution
systems where the instantaneous solvent polarization might not
influence seriously on chemical reactions.

In this article, we take the ammonia ionization process in
aqueous solution as an application example to execute thefull-
atomic TS optimization within the framework of the FEG
method.14 The model charge separation reaction, that is, H3N-
HOH f H3N-H+ +O-H, is really the “first” example of the
FEG method that does not have a “TS” by itself, just leading
to the unstable products, but does clearly in solution. Ammonia
was chosen because, among a lot of small molecules, it is a
fundamental molecule and has such interesting characteristics
that the gas species shows extremely high solubility into water,
that is, 612.7 NH3(g)mL/H2O(l)mL23 and forms the surface-
bound state on the ice surface.24-26 It is, therefore, important
to know the hydrated structure and the ionization process of
ammonia in water because it also leads directly to understanding
the solution structure of ammonia aqueous solution in its dense
state. In the present study, taking into consideration the previous
study of ammonia-water clusters27-30 and thermodynamic
experiments,30-33 the TS structure for the ionization process of
an ammonia molecule in aqueous solution is studied theoretically
and presented, for the “first” time, as a concrete structural form
of H3N‚‚‚H2O molecule pair in use of the FEG method
combined with a hybrid quantum mechanical and molecular
mechanical molecular dynamics (QM/MM-MD) method. In
addition, the characteristic difference between the present
method and the COSMO one is comparatively discussed,
showing how the microscopic contributions of both internal
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energy and entropy to free energy play their own roles in
solution chemical reaction, especially in the ammonia ionization
reaction.

This article is organized as follows: First, in the following
section, theory and computational methods are explained: (i)
QM/MM method, (ii) FEG method and (iii) computational
detail. In the third section, we will provide a number of results
and discussion with respect to (i) structure optimization of TS
on FES and (ii) FE of ionization. Finally, in the last section,
concluding remarks are provided.

2. Theory and Computational Methods

2.1. QM/MM Method. The QM/MM method is adopted to
describe the ammonia ionization process in aqueous solution
for the purpose of including explicitly the influence of solvent
water microscopic structure into the solute H3N‚‚‚H2O pair
electronic state.17-20,34Then, the effective Hamiltonian consists
of the quantum mechanical (QM) termĤQM, the interaction term
ĤQM/MM between the QM and the molecular mechanical (MM)
system, and the pure MM termĤMM

In this article,ĤQM/MM describes the solute-solvent QM/MM
interaction, which is defined as a sum of (i) electrostatic and
(ii) nonelectrostatic (van der Waals) contributions

where

with

and

In these expressions,qM is the atomic point charge on theMth
MM atom located atRM in solvent water molecules,riM is the
distance between theith QM electron and theMth MM atom,
ZA is the core charge of theAth QM atom in the H3N‚‚‚H2O
pair, RAM is the distance between theAth QM atom and the
Mth MM one, andAAM andBAM are a couple of Lennard-Jones
parameters for theAth QM atom interacting with theMth MM
atom. The total system potential energyV is, thus, expressed
as follows

where |Ψ〉 denotes an instantaneous SCF wave function of
electrons at an H3N‚‚‚H2O structureqs in solution

where qB denotes an instantaneous configuration of solvent
molecules as a whole, andVSB is the instantaneous eigenvalue
and is equal to the sum of solute potential energy,VS, and
solute-solvent interaction energy atqs.

For comparison, the conductor-like screening model (COS-
MO) method35 is also used, where the water solvent is treated
as a continuum material with a characteristic dielectric constant
ε (78.4 for water), and the introduction of a solute molecule-
shaped cavity of the solvent leads to a quite quantitative
description of the solvation phenomenon.

2.2. Free-Energy Gradient Method.The FE difference∆Ai

is expressed, by the free-energy perturbation (FEP) theory,36,37

as follows

where,qi
s is theith solute structure, that is, a structure of H3N‚

‚‚H2O 1:1 pair, andqi+1
s is the i + first structure that is

accessible perturbatively fromqi
s. The brackets〈‚‚‚〉i in eq 2.10

denote the equilibrium ensemble average

whereV is the whole system potential energy (eq 2.6). The
subscripti in the average〈‚‚‚〉i in eq 2.10 means that it has taken
over the sampling atqi

s.
In MD simulation, the forces acting on all of the atoms in a

solute molecule by all of the solvent molecules are calculated
every time step of numerical integration. In particular, in
equilibrium MD simulation, by time-averaging instantaneous
forces against a constrained structural solute molecule by all of
the solvent molecules, the force on FES,FFE(qi

S), that is, a
minus of FEG, is obtained as a function ofqi

S,9

whereA(qi
S) is the Helmholtz free-energy function under the

thermodynamic condition (N, V, T) and the brackets〈‚‚‚〉 in eq
2.12 denote the time average, under the equilibrium condition,
that is equal to the equilibrium ensemble average (eq 2.11) under
the condition that the H3N‚‚‚H2O pair structure is fixed to be
qi

S.
In use of FFE(qs), we adopt here the Euler method for

geometry optimization38,39 and the TS structure of H3N‚‚‚H2O
in aqueous solution is optimized with respect to all coordinates
after the optimization for the reaction coordinateR(N-H) in
the linear N‚‚‚H-O hydrogen bond. The Euler method is the
simplest steepest descent method where only the gradient is used
to determine the displacement vector∆qi

s.38 Currently, taking
into consideration the fact that the short-time solution of
Newtonian equation of motion is obtained

a simple definition of displacement vector

Ĥ ) ĤQM + ĤQM/MM + ĤMM (2.1)

ĤQM/MM ) ĤQM/MM
elec + ĤQM/MM

vdW (2.2)

ĤQM/MM
elec ) ∑

M

qMVQM(RM) (2.3)

VQM(RM) ) -∑
i

1

riM

+ ∑
A

ZA

RAM

(2.4)

ĤQM/MM
vdW ) ∑

A
∑
M (AAM

RAM
12

-
BAM

RAM
6 ) (2.5)

V ) 〈Ψ|ĤQM + HQM/MM|Ψ〉 + VMM (2.6)

) VS + 〈Ψ|ĤQM/MM|Ψ〉 + VMM (2.7)

) VSB + VMM (2.8)

[ĤQM(qS) + ĤQM/MM(qS;qB)]|Ψ〉 ) VSB|Ψ〉 (2.9)

∆Ai ) Ai+1 - Ai ) -kBT ln〈exp[-â{VSB(qi+1
s ) -

VSB(qi
s)}]〉i (2.10)

〈‚‚‚〉i )
∫ dqB(‚‚‚) exp(-âV(qi

S))

∫ dqB exp(-âV(qi
S))

(2.11)

FFE(qi
S) ) -

∂A(qi
S)

∂qs
) -〈∂VSB(qi

S)

∂qs 〉 (2.12)

qS(t + ∆t) ) qS(t) +
dqS(t)

dt
∆t + 1

2
M-1‚F(t)(∆t)2

(2.13)

∆qi
s ≡ ci M

-1‚Fi
FE (2.14)
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is taken by multiplying

by an adaptive constantci of dimensionT2 and the inverse of
the constant mass matrix

In eq 2.14, because the matrixM is constant, onlyci is optimized
to minimize A(qi

S + ci M-1‚Fi
FE) by a sequence of one-

dimensional searches.
Thus, the procedure in the FEG method is executed as

follows:
(P1) Start with the geometryqk

s, k ) 0.
(P2) Find the stationary point using the force on the FES

Fk
FE, and determine the adaptive displacement vector

searching the optimumck.
(P3) Forqk

s, calculate the FE change∆Ak by eq 2.10 in the
FEP theory.

If the force Fk
FE is small enough within the tolerance of

convergence and/or the predicted change in the geometry∆qk
s

is small enough to be satisfied with the condition

then stop.
(P4) Setqk+1

s ) qk
s + ∆qk

s, k ) k + 1 and return to step P2.
Using the FE change∆Ak thus determined at each step, the FE
difference between the reactant state and TS,∆Aq, can be
obtained by

where k ) 0 and N designate the reactant and TS state,
respectively. In this study, a number of successive states are
parametrized by the distanceR(N-H) between the nitrogen atom
of ammonia molecule and the proton of a water molecule that
is hydrogen-bonding to the nitrogen atom in the H3N‚‚‚H2O
molecule pair. Hereafter, the present path-following procedure
with an adaptive constantci is called theadaptiVe steepest-
descent-path scheme.14

It is worth mentioning that at an optimized structure, in
addition to the zero-gradient condition eq 2.18, the following
force-balance conditionmust be fulfilled:14

because the free-energetical optimization is accomplished in
compensation for the balance between the solute potential energy
gradient and the forces acting on each solute atom due to
solvation. Precisely in Figure 1, this is a force balance between
the restoring force on nuclei, which is to return back to the
charge distribution of the bare solute molecule, that is,+f, and
the force executed by solvent toward the charge distribution,
that is,-f. Even if the geometrical change might be small in
solution, the mechanism that maintains it microscopically could
be fully different.

2.3. Computational Details.For the whole system including
a QM system that contains a couple of reactant molecules, that
is, an ammonia and a water molecule, and 241 MM water
molecules, MD calculations were carried out in a cubic
simulation box (19.34× 19.34× 19.34 Å3) under the periodic
boundary condition in use of ROAR 2.0 program40,41modified
partly for the present purpose. The velocity-Verlet algorithm
was used with the RATTLE scheme for the geometry constraint
of the NH3‚‚‚H2O pair,42,43 and the simultaneous equations of
motion were solved numerically with a time step 0.1 fs and the
nonbonded cutoff distance 9.0 Å. After 5000-step simulation
for equilibration, a sampling run was executed for 30 000 steps
() 3 × 104 configurations) and was used to calculate physical
quantities by averaging over this equilibrium sampling. The
temperature was kept at 300 K with the Nose´-Hoover chain
algorithm,44 and the system was maintained to be a canonical
(NVT) ensemble. As a result, the mass density in the box was
prepared to be 1.0001 g/cm3.

For the H3N‚‚‚H2O molecule pair (the QM portion),ĤQM was
treated at the PM3 level of theory45-47 for describing the
ionization reaction to give NH4+‚‚‚OH-, while solvent water
molecules (the MM portion) were described by the TIP3P rigid
water model.48 For the Lennard-Jones-type interaction between
QM and MM atoms, we have used those parameters developed
by Ruiz-López’s group especially for a couple of QM ammonia
and TIP3P water molecules and a couple of QM and TIP3P
water molecules,34,49where the structural and energetic proper-
ties of the QM/MM interaction were adjusted to reproduce the
reference values computed at the level of the B3LYP density
functional method50 with the 6-31G(d) basis, which gives a
reliable description of electrostatic properties51 and of structural
and energetic features of hydrogen-bonded complexes.52 The
interaction of the neutral pair H3N‚‚‚H2O with the water solvent
is well described by the TIP3P waters. However, its parametri-
zation is also adequate enough for the description of interaction
of water with the NH4

+ and OH- ions. This is because the
TIP3P water has bare charge sites not only on the oxygen site
(-0.834) but also on the hydrogen ones (+0.417) although the
Lennard-Jones site is located only on the oxygen atom, and,
further, because the NH4+ here is not isolated but with OH-

together that is behaving as a proton donor in the reaction.
The PM3 used currently was not reparametrized for the

current application because in our preliminary investigation its
native parametrization was considered reliable enough to
describe proton transfer in the present ammonia/water system,
reproducing reasonably the neutral H3N‚‚‚H2O cluster structure,
not obtained by AM1, and a similar potential curve for ionization
that might be consistently higher than B3LYP/6-31G(d) by a
few kcal/mol, though. In addition, for the present QM/MM
parametrization, we followed ref 34 where they were calibrated
to reproduce the level of theory of the B3LYP density functional

) -〈∂〈Ψ|ĤQM/MM|Ψ〉

∂qS 〉 (2.20)

Fi
FE ≡ FFE(qi

s) ) -〈∂VSB(q
s)

∂qs 〉
i

(2.15)

M ) (m1 0
m1

m1
‚‚‚

m7

m7

0 m7

) (2.16)

∆qk
s ) ckM

-1‚Fk
FE (2.17)

〈∂VSB(q
s)

∂qs 〉
k
≈ 0; zero-gradient condition (2.18)

∆Aq ) ∑
k)0

N

∆Ak (2.19)

〈∂VS(q
S)

∂qS 〉 ) 〈∂〈Ψ|ĤQM|Ψ〉

∂qS 〉

Ammonia Ionization Process J. Phys. Chem. A, Vol. 110, No. 13, 20064557



method with the 6-31G(d) basis and were checked so that the
profiles may exhibit the expected shapes for the Coulombic
interaction energy. In fact, they roughly follow the shape of
the reference B3LYP/TIP3P electrostatic energy profile, and
there is general agreement between PM3/TIP3P and B3LYP/
TIP3P profiles. This agreement was attained under such a policy
originally set by Field et al. that the semiempirical parameters
on QM atoms were left unchanged and only those on the MM
sites were optimized.19 So far, the suitability of semiempirical
theory to treat QM/MM interactions has also been examined in
numerous studies,49,53,54including recent development of modi-
fied PM3 methods with a parametrizable interaction function
(PIM)55a,c for intermolecular interactions and with a method
adapted for intermolecular studies (MAIS).55b,c

3. Results and Discussion

3.1. Transition-State Structure on the Free-Energy Sur-
face. To obtain the optimized TS structure of H3N‚‚‚H2O
molecule pair in aqueous solution, we calculated the FE profile
as a function ofR(N1-H5) in the range from 1.812 Å to 1.392
Å by 0.03 Å decrement, optimizing all of the other structural
parameters of the H3N‚‚‚H2O molecule pair (Figure 2a). At each
optimization step at a value ofR(N1-H5), all of the relative
atomic positions in the pair structure were updated along the
direction of the average force vectorFFE(qi

s) by a displacement
vector ∆qi

s, which was chosen appropriately according to the
adaptiVe steepest-descent-path scheme.14 The resultant FE

profile in aqueous solution is shown in theb curve in Figure
2a. It should be noted that only one imaginary frequency was
obtained at this structure by thenormal-mode analysison FES
incorporated the effect from all of the ambient water molecules
occurred by MD simulations. The average root-mean-square
(RMS) force at the optimized TS geometry

was 0.0086 hartree/bohr, which is satisfactory in comparison
with the value at the SS, that is, 0.0043 hartree/bohr,14 and the
previous values of SS for glycine zwitterion, that is, 0.0025
hartree/bohr,12 and of TS for a Menshutkin reaction, that is,
0.0010 hartree/bohr,13 in aqueous solution. Additionally in
Figure 2a, also shown are the solute potential energyVS changes
in gas phase (O (PM3) and0 (B3LYP/6-31G(d))) and that in
aqueous solution by the COSMO method (2).35 All of the
separate MO calculations were executed by GAUSSIAN03.56

In eq 3.1,Natom is the total number of atoms, that is, 7 for the
present system, and the upper limit of time integralT is 3 ps
() 30 000 steps× 0.1 fs), that is, the time period for equilibrium
MD simulation at a fixed structure of the H3N‚‚‚H2O molecule
pair.

The structure that corresponds to the maximum of the FE
curve (AFEG: b) at R(N1-H5) ) 1.512 Å in Figure 2a was
taken to be the free-energetically optimized TS structure and is
shown in Figure 3a together with the SS one (Figure 3b)

Figure 1. Schematic explanation of the force-balance condition: At the free-energetically optimized structure, the force-balance condition must be
fulfilled in addition to the zero-gradient condition. This is a force balance between the restoring force on nuclei that is to return back to the charge
distribution of the bare solute molecule, and the force executed by solvent toward the charge distribution.

rms(FTS
FE(qTS

S )) ) 1
T∫0

T
dtx(FTS

FE(t))2/3Natom (3.1)
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obtained in our previous work.14 In addition, the structure by
the COSMO method that corresponds to the maximum on the
closed triangle curve (ACOSMO: 2) at R(N1-H5) ) 1.452 Å in
Figure 2a is shown (Figure 3c). They all have theCs symmetry.
In the FES TS geometry (Figure 3a), it is obvious that the H5
atom is situated in the middle position between O6 and N1 for
transformation from the polarized neutral state into an ionized
one. In comparison to the SS structure (Figure 3b), the H5-
O6-H7 angle,θ(H5-O6-H7), becomes slightly larger and
R(O6-H7) becomes shorter in the TS structure (Figure 3a)
because of the transformation of the H2O molecule to OH- and
H+ ions. Alternatively, in comparison toR(N1-O6) ) 2.792
Å at the TS structure by the COSMO method (Figure 3c), it is
found thatR(N1-O6) becomes longer at the structure by the
FEG method (Figure 3a), that is, 2.820 Å.

The dipole moment change of the H3N‚‚‚H2O 1:1 pair in
aqueous solution was calculated along the reaction coordinate
R(N1-H5) by the FEG method (Figure 2b). It is recognized
that asR(N1-H5) becomes shorter the dipole moment becomes
larger according to the ionization progress. From Figure 2a and
b, it is shown clearly that the H3N-H2O pair in aqueous solution
is free-energetically stabilized by ambient water molecules,
although the pair’s polarization makes the bare potential energy
increase. However, at those two structures that correspond to
two maxima of the energy curvesb and2 in Figure 2a, that is,
R(N1-H5) ) 1.512 Å in the FEG method and 1.452 Å in the

COSMO one, it was found that the dipole moment of the latter
method, that is, 8.218 D, is larger than that of the former method,
that is, 7.032 D (Table 1). Such a large difference in dipole
moments is connected closely to the difference of stabilization
estimate between the FEG and COSMO methods.

3.2. Radial Distribution Functions and the Solvation
Structures. In Figure 4a-c, shown are the radial distribution
functions (RDFs)g(R)s with respect to the N1-OW, H5-OW,
and O6-OW distances at SS (R(N1-H5) ) 1.812 Å) and TS
(R(N1-H5) ) 1.512 Å), respectively, where OW is the
abbreviation of the oxygen atoms of solvent water molecules.
Potentials of mean force (PMFs)w(R)s, that is,w(R) ) -kBT
ln g(R), are also drawn in the unit ofkBT (T ) 300 K). It was
obvious that the sharper enhancement and the shorter-side
shifting of both peaks with respect to the N1-OW (Figure 4a)
and the O6-OW (Figure 4c) distances at TS are a direct
evidence of the stronger solvation brought about by the larger
absolute values of gross atomic charges of NH3 and Oδ- H at
TS, that is,+0.152 and-0.381 (cf.+0.037 and-0.262 at SS)
(Table 1). However, one can notice in Figure 4b that the first
peak of RDF at TS shifts a little to the longer side with respect
to the H5-OW distance and becomes rather broader than that
at SS. This is understandable because the atomic charge of the
transferring proton H5 stays almost unchanged, that is,+0.228
at TS and+0.226 at SS (Table 1).

3.3. “Free Energy” Evaluation - COSMO versus FEG.
It is the TS structural difference that makes the dipole moment
in the COSMO method larger than that in the FEG method.
The “free energy” calculation is achieved, in the COSMO
method, only on the basis of “enthalpy”, thus leading to the
following expression of “free energy” of activation

Figure 2. (a) Energy profiles in aqueous solution by the FEG method
(AFEG, closed circles:b) and the COSMO method (ACOSMO, closed
triangles: 2) and in the gas phase at the B3LYP/6-31G(d) (VS(B3LYP),
opened squares:0) and PM3 (VS(PM3), opened circles:O) level of
theory along the reaction coordinateR(N1-H5) according to the FEG
method. (b) Dipole moment change in aqueous solution along the
reaction coordinateR(N1-H5) by the FEG method.

Figure 3. Optimized geometries of the HN3‚‚‚H2O molecule pair in
aqueous solution at (a) the transition state and (b) the stable state by
the FEG method, and (c) that corresponding to the maximum of the
energy curve in aqueous solution by the COSMO method in Figure
1a. Bond lengths are in Angstroms and bond angles are in degrees.

∆ACOSMO
q ) ACOSMO(RTS) - ACOSMO(RSS) (3.2)
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where∆HCOSMO
q is the COSMO energy of activation that is the

difference between the heats of formation atRTS and RSS,
Hε(RTS) and Hε(RSS), with the dielectric constantε for water,
that is, 78.4. This means that the larger dipole moment is simply
advantageous in the enthalpic estimate of stabilization in the
polar solvent not only for the SS structure but also for the TS
one. Precisely, this tendency rises owing to the electronic
polarization due to the solvent, namely, due to the “dielectric”
hydration, despite the solute potential energy destabilization
(Figure 2a and Table 1), which is consistent with the opinion
about the induced dipole moment of water molecule in
water.57-59

However, the stabilization in the FEG method is realized, in
contrast, literally on the basis of FE, including legitimately the
entropic contribution

which counts in not only the dipole moment itself but also the
relative orientation of ambient solvent molecules against the
reactants, that is, the “microscopic” solvation internal energy
(SIE) (NB, solvation enthalpy in the NPT ensemble) and the
“microscopic” solvation entropy (SE),12-15 in addition to their
molecular structural changes themselves.

As a matter of fact, for such an ionization reaction of
ammonia considered currently

the entropy might increase or decrease as the reaction proceeds
because the effect of unimolecularity lacking should compete
with the charge separation increase that accompanies the
microscopic structurization. The inner sharper first peaks in
RDFs at TS (Figure 4a and c), as discussed in section 3.2, have
shown that the whole solvated system at TS acquires a larger
FE stabilization (as an amount of SIE) than that at SS, which
might be estimated roughly from the differences between the
first two minima in PMFs.20b In fact, this microscopic SIE
stabilization should be the main portion of the FE stabilization.
Thus, taking into account this microscopic SIE contribution, it
can be assumed currently that

because∆Hε
q can include nothing but such a portion of SIE

that can be treated insufficiently within the dielectric continuum
model, whereas∆UFEG

q can do additionally the microscopic
SIE around individual reactant atoms, whose contribution should
stabilize TS more in the present case.

However, with respect to the microscopic SE contribution,
it can be expected that the entropy of activation,∆Sq, would
become less than or, at most, almost equal to zero:

because the partial entropy around N1 and O6 should decrease
at TS by reason of the inner sharper peaks in RDFs (Figure 4a
and c) while that around H5 might slightly increase because of
the lack of unimolecularity (Figure 4b). As a whole, both
contributions make the entropy at TS,Sq, decrease somewhat
or keep almost constant, as a joint result by the two, that is, eq
3.9.

However, in Figure 2a one can recognize that the FE value
of the b curve atR(N1-H5) ) 1.512 Å is ca. 2.5 kcal/mol
smaller than that of the2 curve: ∆AFEG

q < ∆ACOSMO
q . Taking

into account this result in the FEG calculation, it is plausible to
anticipate that the entropic contributionT∆SFEG

q to the FE of
activation∆AFEG

q must be relatively small enough to keep the
following inequality

even if the contribution might have a negative value, cf., eq
3.9. In other words, it can be noted that the present FEG research
would expect that, in the ammonia ionization reaction in aqueous
solution eq 3.7, the microscopic SIE stabilization at TS should
play a predominant role in evaluating the FE of activation
∆AFEG

q .
3.4. Free Energy of Activation for NH3 Ionization Reaction

- Theory versus Experiment. To evaluate the accuracy of
the present approximation adopted in the FEG method, we have
compared the theoretical FE of activation∆Af

q of the ammonia
ionization reaction with the experimental one. The former value
obtained by the FEG method was estimated to be 14.7 kcal/
mol (300 K), which was estimated by the FE change∆AFEG

q

between the FE value at the SS (R(N1-H5) ) 1.812 Å)14 and
that at the TS structure obtained in this work (R(N1-H5) )
1.512 Å) (Figure 2a). To estimate the experimental value of

TABLE 1: Atomic Charges and Dipole Moments of the Bare NH3-H2O Molecule Pair at SS and TS Structure in Aqueous
Solution

SS (R(N1-H5) ) 1.812 Å) TS (R(N1-H5) ) 1.512 Å)

PM3 B3LYP/6-31G(d) PM3 B3LYP/6-31G(d) MP2/6-31G(d)

N1 -0.066 -0.907 0.063 -0.908 -1.054
H2 0.032 0.317 0.028 0.345 0.384
H3 0.033 0.318 0.033 0.351 0.389
H4 0.038 0.324 0.028 0.346 0.384
H5 0.226 0.432 0.228 0.389 0.489
O6 -0.436 -0.845 -0.550 -0.866 -0.980
H7 0.174 0.361 0.169 0.343 0.387

µa
3.485 4.178 5.027 5.834 6.082

FEG(PM3) COSMO(PM3) FEG(PM3) COSMO(PM3)
4.004b 4.109b 7.032c (R(N1-H5) ) 1.452 Å)

8.212c

a Expressed in Debye.b Reference 14.c Dipole moments are also shown for the FEG and COSMO methods with the PM3 level of theory.

= ∆HCOSMO
q (3.3)

) Hε(RTS) - Hε(RSS) ) ∆Hε
q (3.4)

∆AFEG
q ) AFEG(RTS) - AFEG(RSS) (3.5)

) ∆UFEG
q - T∆SFEG

q (3.6)

H3N---HOH f H3N‚‚‚Hδ+ ‚‚‚Oδ-H f H3N-H+ + O-H
(3.7)

∆UFEG
q < ∆Hε

q (3.8)

∆SFEG
q e 0 (3.9)

∆AFEG
q ) ∆UFEG

q - T∆SFEG
q < ∆Hε

q ) ∆ACOSMO
q

(3.10)

4560 J. Phys. Chem. A, Vol. 110, No. 13, 2006 Nagaoka et al.



FE of activation, we consider the following equilibrium formula

wherekf and kb are the forward and backward rate constant,
respectively, for the ammonia ionization reaction in aqueous
solution. By Arrhenius formula,kf is expressed within the TS
theory (TST) as follows60-62

where∆Af
q is the FE of activation in the forward reaction and

R is the universal gas constant. Because the experimental value
of kf was reported to be 6× 105 sec-1 at 295 K,33 ∆Af

q can be
estimated to be 9.57 kcal/mol, which is in quite good agreement
with the present theoretical estimation of 14.7 kcal/mol derived
by the FEG method. It is true that a difference of 5.13 kcal/
mol might be large between the theoretical value and the
experimental one, which is referred to as∆∆Af

qT-E hereafter.
However, it should be worth mentioning that because there are
possible proton tunneling effects, intrinsically accounted for in
the experimental value, but absent from the present calculated
(classical) value, a tunneling correction could be one of the
important reasons for the difference and would decrease the
calculated barrier and, then, the agreement should become in
fact even better.

Further, from the viewpoint of the electronic-state calculation
level, taking into consideration three energy values of the bare
H3N‚‚‚H2O pair atR(N1-H5) ) 1.512 Å, that is, 28.65 kcal/
mol (PM3), 24.23 kcal/mol (B3LYP/6-31G(d)), and 26.34 kcal/
mol (MP2/6-31G(d)), respectively, one can understand that the
present estimation should be quite reasonable to conclude that
the present application of the FEG method to the ammonia
ionization process was accomplished successfully. First of all,
it is because the energy difference between PM3 and B3LYP/
6-31G(d) or between PM3 and MP2/6-31G(d), that is, 4.42 or
2.31 kcal/mol, was almost the same amount as 5.13 kcal/mol,
which means that∆∆Af

qT-E might be originating mainly in the
quality difference of electronic state calculations for the reactants
themselves. Second, although one could not compensate the
whole deviation∆∆Af

qT-E only with either energy difference
between PM3 and B3LYP/6-31G(d) or that between PM3 and
MP2/6-31G(d), the TS dipole moment 5.834 or 6.082 D at
B3LYP/6-31G(d) or MP2/6-31G(d) is larger than 5.027 D at
PM3, and it is, therefore, conjectured that the dielectric
stabilization in the former two should be comparatively larger
than that in the latter and might balance reasonably for the
remaining amount of the deviation∆∆Af

qT-E. Finally, it should
be worth stating that the present effective QM/MM Hamiltonian
eq 2.2 for the PM3/TIP3P combination was calibrated to provide
the same interaction energy for the B3LYP/TIP3P combination
using the full B3LYP/6-31G(d) interaction energy.34 Thus, it
can be concluded that the estimation would become about 10.28
kcal/mol if we took 24.23 kcal/mol, that is, the B3LYP/6-31G(d)
value, as the better total energyVS for the bare H3N‚‚‚H2O pair.
In fact, the value 10.28 kcal/mol agrees much more properly
with the experimental value of 9.57 kcal/mol for the FE of
activation in the ionization process.

4. Concluding Remarks

In this study, for the ionization process of ammonia in water,
full-atomic TS geometry optimization has been performed
theoretically by the FEG method, calculating the FE profiles in
aqueous solution along the reaction coordinateR(N1-H5). The
TS structure that doesnotexist in the gas phase was determined
theoretically,for the first time, in aqueous solution, and the
ammonia ionization process was understood to deviate largely
in aqueous solution from that in the gas phase. The average
RMS force at the optimized TS structure resulted in 0.0086
hartree/bohr, which was satisfactorily compared with previous
values that were obtained in several applications of the FEG
method in aqueous solution. Further, it was also observed that
the dipole moment becomes larger with the ionization progress
even after the TS. From this observation, it can be said that the
solute polarization makes the solute potential energy itself

Figure 4. Radial distribution functionsg(R) and potentials of mean
forcew(R) at the transition state (R(N1-H5) ) 1.512 Å) and the stable
state (R(N1-H5) ) 1.812 Å) for (a)R(N1-OW), (b) R(H5-OW),
and (c)R(O6-OW). w(R)s are drawn in the unit ofkBT (T ) 300 K).

NH3 + H2O {\}
kf

kb
NH4

+ + OH- (3.11)

kf
TST )

kBT

h
exp(-∆Af

q/RT) (3.12)
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destabilized if the solute were in the gas phase, but the solute
is stabilizedfree-energeticallyin aqueous solution by ambient
water molecules, the microscopic SIE showing a relatively larger
contribution than the microscopic SE in the ammonia ionization
reaction in aqueous solution.

In addition, the FE of activation for ionization was evaluated
by the FEG method and was discussed by comparing it with
the experimental one obtained on the basis of TST expression.
As far as nonquantal treatments are concerned, the present
estimation of 14.7 kcal/mol is in good agreement with the
experimental one, 9.57 kcal/mol, and it was concluded that the
application of the FEG method to the ammonia ionization
process was accomplished reasonably. The FEG method must
provide us with a theoretical basis not only for discussing the
application limit of TST, especially in solution,60-64 but also
for numerically examining, in real systems, the Kramers-
Grote-Hynes theory that was proposed and developed rather
qualitatively in 1980s65 and has been analyzed almost within
the quadratic approximation for the sake of analytical tractabil-
ity.66 We are now studying such theoretical advances in solution
chemistry from the dynamic point of view in connection to the
FEG methodology.
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